Methods to reconstruct and compare transcriptional regulatory networks
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Abstract
The availability of completely sequenced genomes and the wealth of literature on gene regulation have enabled researchers to model the transcriptional regulation system of some organisms in the form of a network. In order to reconstruct such networks in non-model organisms, three principal approaches have been taken. First, one can transfer interactions between homologous components from a model organism to the organism of interest. Second, microarray experiments can be used to detect patterns in gene expression that stem from regulatory interactions. Finally, knowledge of experimentally characterized transcription factor binding sites can be used to analyze the promoter sequences in a genome in order to identify potential binding sites. In this chapter, we will focus in detail on the first approach and describe methods to reconstruct and analyze transcriptional regulatory networks of uncharacterized organisms by using a known regulatory network as a template.
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1.0 Introduction

Advances in genome sequencing techniques are yielding complete sequences of genomes of several organisms. Although methods to identify protein-coding genes within these genomes are highly advanced today, what this information does not tell us, however, is how the products of these genes interact and how they are regulated. In recent years, a variety of high-throughput techniques have been developed and employed to generate vast amounts of data that could be used to bridge this gap. For instance, high-throughput microarray experiments are providing expression data for a number of genes under a variety of conditions (1-3); large-scale experiments using chromatin immuno-precipitation combined with microarray hybridization (ChIP-chip) are giving us specific evidence of regulatory proteins binding to stretches of DNA (4-7) and additionally, large amounts of data on protein-DNA interactions from individually conducted experiments over the years are collected in databases, resulting in a wealth of literature on gene regulation (8, 9). For some model organisms, such as *E. coli* and yeast, these data have been integrated to produce comprehensive models of their transcriptional regulatory interactions in the form of networks (10, 11). The challenge that we currently face is to develop computational techniques that would allow us to make the most of this information in order to understand regulation in organisms that are poorly characterized.

There are three fundamental approaches that can be taken to infer the structure of the organism’s regulatory interaction network from these data, at varying levels of resolution. These are (i) **Template based methods**: This approach exploits the principle that orthologous transcription factors generally regulate the expression of orthologous target genes. Thus, in this network reconstruction method, one starts with a known regulatory network and transfers information about interactions to genes that have been determined to be orthologous in a target genome of interest (12-14). This principle works best in prokaryotes, where orthologous one-component or two-component transcription factors effectively respond to the same signal and tend to regulate similar sets of target regulons (ii) **Reverse engineering using gene expression data**: In this approach, one scans for patterns in gene expression data from time-series experiments and from experiments conducted across several different conditions. If a gene is upregulated following an increased production of a transcription factor, or down-regulated following a knockout of a transcription factor, a regulatory interaction between the two is inferred. In the case of expression analysis over different experimental conditions, one infers sets of genes with a similar expression profile across many conditions to be co-regulated by the same set of transcription factors (15-19). Such inferences become more accurate as the number of measurements over a certain period of time (the time-scale resolution of the data) increases since this allows direct regulatory interactions to be distinguished from indirect (multi-step) regulation. (iii) **Inferring networks by predicting cis-regulatory elements**: The third approach makes use of information about experimentally well characterized transcription factor binding sites to make inferences about regulatory interactions. In this method, promoter regions in the genome of interest are scanned using known binding site profiles of characterized transcription factors. The set of genes which are predicted to have a binding site are hypothesized to be regulated by the corresponding transcription factor (20-23).

While the methods mentioned above exploit three different principles, there have been considerable efforts to develop a combined approach to predict regulatory interactions with a higher degree of confidence (10, 24-28). For instance, while analyzing microarray expression data, initially determined sets of co-regulated genes can be refined by investigating whether or
not the same transcription factor actually binds to all of them by predicting presence or absence of a binding site in the promoter regions of these genes. In this way, we can distinguish directly regulated genes from ones that are regulated through more complicated network motifs or even genes that just randomly happen to show a similar expression profile.

In this chapter, we will primarily focus in detail on the template-based method (12). In order to know more about the other methods discussed, the reader is asked to refer to the other chapters in this book which explicitly deals with network reconstruction procedures using gene expression data and binding site data. For further information, the reader might visit http://www.mrc-lmb.cam.ac.uk/genomes/madanm/blang/methods/. In this companion website, we have provided a comprehensive review of additional published work that exploits these different methods.

2.0 Methods

The set of all transcriptional regulatory interactions within a cell can be conceptualized as a graph which is best modeled as a network (10, 11). In such a network, nodes represent genes that are transcription factors or targets and edges represent direct transcriptional regulatory interaction. A number of recent studies on transcriptional networks in prokaryotes and eukaryotes have shown that the structure of such networks can be differentiated into three distinct levels of organization (10). At the most basic level, the network consists of a single regulatory interaction between a transcription factor and its target gene (Fig 1a). At the intermediate level of organization, studies have uncovered that the basic unit is organized into fundamental building blocks of transcriptional regulation, called network motifs (Fig 1b). These motifs are discrete functional units and are defined as small patterns of interconnections that are seen in several different contexts within the network (6, 29). Finally, at the global level of organization, the set of all transcriptional regulatory interactions in a cell form the global structure and has been shown to have a hierarchical and a scale-free topology (30-32). In other words, such a global structure is characterized by the presence of many transcription factors which regulate few genes and the presence of a few transcription factors, the regulatory hubs, which regulate many genes (Fig 1c).

In the following section, we describe the network reconstruction procedure to reconstruct conserved transcriptional regulatory interactions in a genome of interest using a template network (12). Having obtained the reconstructed networks, we then describe methods to analyze the networks at different levels of organization and methods to assess significance of the evolutionary conservation. Finally, we will also describe methods to correlate the conserved network structure with the lifestyle of the organism in order to obtain insights into interactions that are particularly important for the organism of interest. Throughout this section, we will be describing the methods by using the \textit{E. coli} transcriptional network as the template network.

2.1 Procedure to reconstruct the transcriptional network in a genome of interest using a template network

2.1.1 Network reconstruction procedure

1. The transcriptional regulatory network for \textit{E. coli} was used as the basis to reconstruct networks for other genomes simply because this is one the most well characterized bacterial network that is currently available. Information about regulatory interactions was obtained from RegulonDB (8).
Thus the template network consisted of 1295 transcriptional interactions involving 755 proteins (112 transcription factors).

2. Orthologous proteins were identified in the genome of interest using the method described below. If orthologs were identified for an interacting transcription factor and target gene, then an interaction was inferred to be present in the genome of interest (Fig 2). Note that this method can be readily extended to any starting template network.

### 2.1.2 Orthology detection procedure

Detecting orthology is a non-trivial exercise and can be confounded by paralogs or sequence divergence in a genome of interest. After testing various orthology detection procedures (bi-directional best hit, best hits with defined e-value cut-offs, etc), we arrived at a hybrid procedure that was used to reliably identify orthologous proteins in a genome of interest (see note 1 and Fig 3).

#### 2.1.2.1 Bi-directional best-hit procedure

1. For each protein $P$ in the template network, a BLAST search was performed against the genome of interest ($x$).
2. The best hit, sequence $P^*$ from genome $x$, was then used as a query and a BLAST search was carried out against the *E. coli* genome.
3. If the best hit using $P^*$ as the query happens to be $P$ in the template genome, then $P$ & $P^*$ were considered as orthologous proteins.
4. If however $P^*$ does not pick up $P$ from the template genome as its best hit, then a BLASTclust procedure was adopted.

#### 2.1.2.2 BLASTclust procedure

1. For each of the proteins $P$ in the template network for which the above-mentioned procedure did not pick up orthologous proteins, the best-hit sequences $P^*$ (using $P$ as the query against genome $x$) for each genome was obtained. Thus, for every protein $P$, this procedure gave us a set of proteins, which were the best hits from genomes where the bi-directional best-hit procedure failed.
2. The set of sequences thus obtained along with the query protein was taken through a BLASTclust (33) procedure using length conservation (L) of 60% and a score density (S) of 60% (See notes 2-4).
3. All sequences belonging to the cluster that also contains the query protein $P$ from the template network were considered as orthologs (Fig 3).

However, it should be kept in mind that these automated procedures for ortholog identification always yield a certain number of false positives.

### 2.1.3 Method to create random networks to assess significance of trends observed in reconstructed networks

To assess the significance of the trends observed in the real network, it is essential to ensure that the observed trends are meaningful and are not something that is expected by chance. To this end, generation of random networks provides a good way of assessing the statistical significance of the trend. The method below (fig 4) details the procedure to generate several random networks
similar to what is seen in the reconstructed network. The random networks generated will be used in the next sections to explain how statistical significance is computed.

1. The number of transcription factors and target genes were defined in the reference network
2. Orthologs of the transcription factors and target genes were detected in the genome of interest and the numbers of TFs, x and TGs, y are noted.
3. To generate the random network, x TFs and y TGs were randomly chosen and the network was reconstructed based on the randomly chosen x TFs and y TGs.

2.2 Methods to analyze genes and regulatory interactions

2.2.1 Procedure to analyze conservation of genes and regulatory interactions

1. Interactions in the template network were ordered and indexed. For every genome, the reconstructed network was represented as a vector of 1 and 0. 1 represents the presence of an interaction and 0 represents the absence of an interaction. Note that a similar vector can be generated to create a transcription factor presence/absence profile for all the genomes of interest.
2. Having constructed the vector for every genome, the distance between the vectors (which represents the similarity in the interactions conserved between a pair of genomes) was calculated (Fig 5). A tree representing the similarity of interactions (or genes) conserved in the different genomes was obtained using the distance matrix.
3. Alternatively, the vectors can be clustered using standard clustering programs such as Cluster (34) and were visualized using Matrix2png (35). This provided a visual representation of the interactions conserved in genomes of interest (see notes 5-7).
4. It should be noted that a similar exercise performed on the presence/absence profile for transcription factors would allow us to group genomes based on similar transcription factor content.

2.2.2 Procedure to analyze significance of conservation of genes and interactions

To assess if the genome of an organism living in a particular environment has conserved regulatory interactions differently from what would be expected by chance, we employ the following procedure.
1. For each of the genome of interest, we generated 10,000 random networks as described in section 3.1.3
2. For each of the genomes of interest, the mean $\mu$ and standard deviation $\sigma$ of the fraction of interactions (or genes) conserved for the 10,000 random networks and the reconstructed network were obtained.
3. The P-value, a measure of statistical significance, was calculated as the fraction of the runs where the fractional conservation was greater than or equal to the observed value for a genome of interest.
4. The Z-score, a measure of how significantly the value deviates from the expected value, was calculated as $Z = (\mu^{\text{obs}} - \mu^{\text{mean}})/\sigma$.

2.3 Methods to analyze local network structure
Studies on the local level of transcriptional regulatory network have elucidated the presence of small patterns of interconnections called network motifs. It is now generally accepted that three kinds of network motifs dominate these networks in prokaryotes and eukaryotes. These are the (i) feed forward motif, (ii) single input motif and (iii) multiple input motif. In the following section, we describe the procedure to analyze the conservation of network motifs in the genomes of interest.

2.3.1 Procedure to analyze conservation of network motifs

1. Network motifs in the template network were identified using the Mfinder program.
2. All identified motifs in the template network were ordered and indexed.
3. A motif was considered to be absolutely conserved from a template to a target genome if all the genes constituting the motif in the template network were found to be conserved in the genome of interest. If some genes were missing, the fraction of conserved interactions in the motif was noted.
4. Thus for each genome, an ordered n-dimensional vector (motif conservation profile) is created, where n is the number of motifs considered. The values represent the fraction of the interactions forming the motifs that are conserved.
5. This matrix was then subjected to the procedure explained in section 3.2.1 to identify organisms that have a similar motif conservation profile.

2.3.2 Procedure to analyze significance of conservation of network motifs

1. In order to assess if interactions in motifs are selectively conserved, it becomes important to evaluate whether interactions in a motif are more conserved than any interaction in the network. We introduce a term called conservation index (C.I.) that allows us to assess this trend.

\[
C.I. = \log_2 \left( \frac{R_{\text{motif}}}{R_{\text{all}}} \right)
\]

\[R_{\text{motif}} = \frac{I_{\text{motif}}}{I_{\text{template}}} \quad \text{and} \quad R_{\text{all}} = \frac{I_{\text{all}}}{I_{\text{template}}}
\]

In this definition, \(I_{\text{motif}}\) is the number of interactions that forms a motif in the template network, which has been conserved in genome X. \(I_{\text{template}}\) is the number of interactions in a motif in the template network. \(I_{\text{all}}\) is the total number of interactions that have been conserved in genome X and \(I_{\text{template}}\) is the total number of interactions in the template network (see notes 8).

2. To assess if the C.I. value could be obtained by chance, the same value was calculated for 10,000 random networks generated using the procedure described in section 3.1.3.
3. For each of the genomes of interest, the mean \(\mu\) and standard deviation \(\sigma\) of the C.I. value for the 10,000 random networks were obtained.
4. The P-value, a measure of statistical significance, was calculated as the fraction of the runs where the value of C.I. was greater than or equal to the observed value for a genome of interest.
5. The Z-score, a measure of how significantly the value deviates from the expected value, was calculated as \[ Z = \frac{\mu_{\text{obs}} - \mu_{\text{mean}}}{\sigma} \]

2.4 Methods to analyze global network structure

2.4.1 Procedure to analyze global network structure

The distribution of outgoing connectivity is a parameter which is indicative of the large-scale structure (topology) of a network. It is well established that the outgoing connectivity for the *E. coli* network follows a scale-free behaviour, i.e. the distribution is best approximated by a power-law function \( T = aK^b \) where \( T \) is the number of transcription factors with \( K \) connections. To evaluate the distribution for the reconstructed networks we describe the following procedure:

1. For each of the reconstructed networks of the genomes of interest, the distribution was approximated by a linear function \( T = a + bK \), exponential function \( T = ae^{-bK}; \log T = \log a - bK \log e \) and a power-law function \( T = aK^b; \log T = \log a - b \log K \).
2. The function that best approximates the observed distribution is identified was the one that has the lowest standard error.

2.4.2 Procedure to analyze significance of the conservation of global network structure

To identify the trend in random networks the following procedure was carried out:

1. For each of the genomes of interest, we a created 10,000 random networks as described in 3.1.3.
2. The procedure explained above (3.4.1) was executed on each of the 10,000 networks to get the function that best approximates the distribution for the random networks.
3. For each of the genomes of interest, the mean \( \mu \) and standard deviation \( \sigma \) for the power-law exponent over all 10,000 random networks were computed.
4. As before, the P-value was calculated as the fraction of the runs where the value for the exponent was greater than or equal to the observed value.
5. As before, the Z-score was calculated as \[ Z = \frac{\mu_{\text{obs}} - \mu_{\text{mean}}}{\sigma} \]

2.5 Method to co-relate lifestyle data with conservation of regulatory interactions and network motifs

2.5.1 Life style based network similarity index (LSI)

1. For each organism studied, lifestyle information was collected from the literature and from various sources, including the NCBI genome information website, Brocks Manual of Microbiology and Bergey’s Manual of Determinative and Systematic Bacteriology.
2. The following attributes were used to define the lifestyle class of an organism (see note 9)
   a. Oxygen requirement (aerobic, anaerobic, facultative, microaerophilic)
   b. Optimal growth temperature (hyperthermophilic, thermophilic, mesophilic)
   c. Environmental condition (aquatic, host-associated, multiple, specialized, terrestrial)
   d. Pathogen (yes, no)
3. The lifestyle (LS) of an organism is defined as a combination of the above four properties. For example, *E. coli* would be classified as “facultative:mesophilic:host-associated:no”.

4. Similarity measure between any two organisms was defined as the similarity in the “interaction conservation profile” or the “network motif conservation profile”.

5. Normalized similarity based on the interaction and motif conservation is calculated for each pair of life-style classes (Fig 7):

6. Lifestyle based network similarity index (LSI), which is an indication of how often organisms with similar lifestyle conserve similar interactions or network motifs (see notes 9), was calculated as:

   \[
   \text{LSI} = \frac{\text{Average similarity between organisms belonging to the same lifestyle}}{\text{Average similarity between organisms belonging to different lifestyles}} = \frac{\sum \text{Diagonal elements}}{\sum \text{Off diagonal elements}}
   \]

2.5.2 Procedure to assess significance of the observed LSI values

To test the significance of the LSI values, we perform randomization experiments.
1. First, 176 random networks of the size similar to each genome studied were generated.
2. Next, the LSI value was calculated for the random network using the definition of the lifestyle class defined in section 3.5.1.
3. This procedure was carried out 1000 times, and the \( p \)-value was calculated as the number of times the LSI values in the simulation were greater than the observed value.
4. The Z-score was calculated as the ratio of the difference between the observed and the average LSI value to the standard deviation in the observed distribution of LSI values for the 10,000 random networks.

3.0 Materials

3.1 Hardware requirements
1. Personal Computer with at least 512MB memory, 10GB hard-disk space, and a processor of at least 1GHz or better.
2. Access to a Linux or a UNIX workstation
3. Stable connection to the internet

3.2 Software requirements
1. A recent version of PERL installed on a Linux or UNIX environment (freely available for download at: http://www.perl.com)
2. A versatile Windows text editor such as TextPad for windows (available at: http://www.textpad.com) or nedit for Linux
3. A recent version of the NCBI BLAST suite of programs (36) for Linux (freely available from the NCBI website at: http://www.ncbi.nlm.nih.gov/ftp/)
4. A recent version of the motif finding program Mfinder (37) for Windows (freely available from the Weizmann Institute at: http://www.weizmann.ac.il/mcb/UriAlon/groupNetworkMotifSW.html)
3.3 Template transcriptional regulatory network

Information on transcriptional regulation is available for several model organisms. The following websites provide a list of regulatory interactions in the different organisms. The networks have been manually curated in several cases and contain regulatory interactions inferred from large-scale functional genomics experiments in the case of yeast. For the method described in this chapter, we only use only the \textit{E. coli} regulatory network as the template. It should be noted at this point that any network can be potentially used as a template network.

2. \textit{Bacillus subtilis}: DBTBS (38) (http://dbtbs.hgc.jp/)
3. \textit{Corynebacterium} species: Coryneregnet (9, 39) (https://www.cebitec.uni-bielefeld.de/groups/gi/software/coryneregnet/)
4. \textit{Saccharomyces cerevisiae}: A curation of regulatory interactions from several different small-scale and large-scale studies (40, 41) (http://www.mrc-lmb.cam.ac.uk/genomes/madanm/tfcomb/tnet.txt)

3.4 Complete genome sequences and lifestyle information for organisms of interest

1. The complete genome sequence and the predicted proteome of several prokaryotic and eukaryotic genomes can be obtained from the NCBI genomes website at: http://www.ncbi.nlm.nih.gov/genomes/lproks.cgi
2. Detailed and systematic information about the lifestyle of the different completely sequenced genomes can be obtained from the same website by clicking on the "organism info" tab. If this information is not available, the reader is suggested to obtain it from the publication describing the genome sequence or refer to the Brock's Biology of Microorganisms or Bergey's Manual of Determinative and Systematic Bacteriology (available at: http://www.cme.msu.edu/Bergeys/)

4.0 Notes

1. Bi-directional best hit is a very conservative approach to detect orthologs. It performs best for closely related organisms and may fail to pick up orthologs from distantly related organisms. The best hit method using specific cut-offs is too liberal, and may result in false positive hits when the genomes compared are distantly related or when there are many closely related paralogs in the genome of interest. So our hybrid orthology detection method uses a combination of both methods as described above.

2. The BLASTclust procedure first carries out an all-against-all sequence comparison and produces clusters of sequences using the single linkage-clustering algorithm. This will ensure that orthologous proteins in distantly related organisms will still be picked up reliably through the sequences from the intermediately distant genomes.

3. Manual analysis of the clusters obtained using various combinations of values for the parameters revealed that the parameters score density, $S=0.6$ and length overlap, $L=0.6$ perform best, with an optimal coverage and the lowest false positive rate.

4. In the BLASTclust algorithm, score density ($S$) is defined as the ratio of the number of identical residues in the alignment to the length of the alignment. Detailed documentation for BLASTclust is available at: ftp://ftp.ncbi.nlm.nih.gov/blast/documents/blastclust.html
5. Cluster is a versatile program that allows users to cluster vectors representing the conserved network. It provides several clustering methods such as (i) hierarchical clustering (ii) K-means clustering and (iii) self organizing maps. Hierarchical clustering can be done using (a) single linkage (b) multiple linkage (c) centroid linkage and (iv) average linkage methods. The program also allows the use of different distance measures to cluster vectors such as Pearson’s correlation coefficient, Euclidean distance, Spearman’s rank correlation, etc. In our experience, we find that either K-means clustering or hierarchical clustering using the single linkage method and Pearson’s correlation coefficient distance measure gives the best results. The cluster software can be downloaded from: http://bonsai.ims.u-tokyo.ac.jp/~mdehoon/software/cluster/

6. Matrix2png is a simple and powerful program that can be used to visualize the vector representation of the conserved networks in the genomes of interest. It generates PNG format images from tab-delimited text files of vector data. This software can be downloaded from: http://www.bioinformatics.ubc.ca/matrix2png/

7. The distance matrix representing the similarity between the vectors representing the conserved networks can be visualized as a tree by using the treeview package. Treeview can be downloaded from: http://taxonomy.zoology.gla.ac.uk/rod/treeview.html

8. In the calculation of the conservation index (C.I.) for network motifs, the log$_2$ of the ratio ensures that selection for and against are represented symmetrically in the graph. For example, if $R_{\text{motif}} = 0.9$ and $R_{\text{all}} = 0.6$, C.I. can be calculated as $\log_2 (0.9/0.6) = 0.58$. Thus if interactions in motifs are selected for, then the C.I value will be greater than 0, if not, the value will be less than 0.

9. It should be noted that other features such as salinity, pressure, tolerance to damaging radiation can also be used as additional attributes to define lifestyle class. It is worth mentioning our observation that organisms with similar lifestyle can be very distantly related and organisms that are close evolutionary relatives very often tend to colonize different ecological niches.

10. In the example described in section 3.5.1, LSI can be calculated as: $[(0.90 + 0.85)/2] / [(0.4 + 0.4)/2] = 2.18$ (i.e. the ration of the average of the diagonal elements to the average of the off-diagonal elements). In other words, if the organisms with a similar life style have higher similarity in motif or interaction content than organisms with dissimilar life style, then the LSI should be greater than 1.

11. From our analysis of the reconstructed regulatory networks, we observed that transcription factors are typically less conserved than their target genes and evolved independently of them, with different organisms evolving distinct repertoires of transcription factors responding to specific signals. We identified that that prokaryotic transcriptional regulatory networks have evolved principally through widespread tinkering of transcriptional interactions at the local level by embedding orthologous genes in different types of regulatory motifs. Different transcription factors appear to have emerged independently as dominant regulatory hubs in various organisms, suggesting that they have convergently acquired similar network structures approximating a scale-free topology. We also noted that organisms with similar lifestyles across a wide phylogenetics range tend to conserve equivalent interactions and network motifs. Thus, it appears that organism-specific optimal network designs have evolved due to selection for specific transcription factors and transcriptional interactions that allowed responses to prevalent
environmental stimuli. The methods for biological network analysis introduced here can be applied generally to study other networks, and the predictions available in the supporting website (http://www.mrc-lmb.cam.ac.uk/genomes/madanm/evdy/) can be used to guide specific experiments.
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Figure 1: Organization of the transcriptional regulatory network into (a) components, (b) local structure and (c) global structure. Black and gray circles represent transcription factors (TFs) and target genes (TGs) and an arrow represents a direct regulatory interaction.

Figure 2: Method to reconstruct the transcriptional network for a genome of interest starting from an experimentally characterized template regulatory network. Black circles represent transcription factor proteins in the network, gray circles represent target genes and black arrows represent direct regulatory interaction. Light gray circles represent proteins that are absent in the genome of interest for which an interaction is known in the template network.
Figure 3: Hybrid method to detect orthologous proteins from genomes of interest

Figure 4: Procedure to generate random networks to assess statistical significance
Figure 5: Method to analyze interactions and genes conserved in genomes of interest

Figure 6: Procedure to analyze conservation of network motifs in genomes of interest
<table>
<thead>
<tr>
<th>LS1</th>
<th>LS2</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>1.0</td>
</tr>
<tr>
<td>02</td>
<td>0.8</td>
</tr>
<tr>
<td>03</td>
<td>0.4</td>
</tr>
<tr>
<td>04</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Each element in the matrix represents the normalized similarity between interaction or modif profiles for a given pair of organisms.

Average similarity between organisms having different lifestyles.

**Figure 7:** Life style and similarity in interactions conserved. LS: lifestyle class, O: organism.